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Knowledgable and versatile Language Models (LMs)
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Knowledgable and versatile Language Models (LMs)

@ You

Write a poem about large language models, including the following three words: coffee, croissants
and banana (*February 18, 2024)

ChatGPT

In the realm where thoughts converge and flow,

 Croissantsjof syntax, buttered with care,
Resides a wonder, a grand tableau, Layered meanings, rich and rare,

Where words dance in intricate array, Each line a pastry, crisp and sweet,

In the domain of the model's sway. In the banquet of words, where senses meet.

From the depths of bytes, they come alive,

| { Bananajshaped metaphors, ripe and bold,
In the language vast, where dreams contrive, o

In the orchard of thoughts, they unfold,

fueled, the model's might,

_ , Symbolic fruits of the mind's terrain,
Awakens realms in the dead of night.

Nourishing narratives, ripe with gain.



How do such parametric LMs work?
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How do such parametric LMs work?
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How do such parametric LMs work?
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Hallucinations in LM outputs

@ You . Akari Asai e

Explain Akari Asai, including the list of her famous papers.  (*Febrt Multi-News: a Large-Scale I\’I.ulti-I?ocume.nt Summarization
Dataset and Abstractive Hierarchical Model

Alexander R. Fabbri Irene Li
ChatGPT Tianwei She Suyi Li  Dragomir R. Radev

Akari Asaiis a prominent figure in the field of natural language processing Department of Computer Science

significant contributions to various aspects of NLP research. She has mad Yale University

, , _ _ . {alexander.fabbri,irene.li,tianwei.she,suyi.li,dragomir.radev } @yale.edu
particularly in the areas of question answering, dialogue systems, and ma I __ e |

OTa »ran O JUES ™ Vel vl o) 2070

Answering
A Asal, K Hashimoto, H Hajishirzi, R Socher, C Xiong
Internaticnal Conference on Leaming Representations (ICLR)

Here are some of her famous papers:

1. "Learning to Retrieve Reasoning Paths over Wikipedia Graph for Question Answering" - In this

paper, Asal and her co-authors proposed a method for learning to retrieve reasoning paths over

the Wikipedia graph to improve question answering systems.

2. "Large-Scale Multi-Document Summarization Dataset and Evaluation Benchmark" - This paper

introduces a large-scale dataset for multi-document summarization, along with an evaluation

benchmark, providing valuable resources for advancing research in this area.

v



Catastrophic Errors as Results of LM Hallucinations

TECH - LAW

Humiliated lawyers fined
$5,000 for submitting
ChatGPT hallucinations in

COUI’[: ‘] heﬂrd ﬂb()l]l lhiS & ‘»" : t . TeCthbgy Featured Topics Newsletters FEvents Podcasts
new site, which I falsely oS | .

Review

assumed was, like, a super
Setll'Ch engme‘ . o A e ARTIFICIAL INTELLIGENCE

- ¥ b 4 \ —— -
TAMPOT ~o awyers who filed [eqal documents with falze cltations g2ncrated by ChatGPT have o22n fine

Air C anada must honor re S:(Ija:sgzz:r::tsnssjnp;?]s;c.ltohelpscienlists.Inslead,ilmindlesslyspatoulbiased
invented by airline’s chatt

Air Canada appears to have quietly killed its costly chatbot support.

oooooo

By Will Douglas Heaven November 18,2022 . . . . . .

ASHLEY BELANGER - 2/16/2024, 12:12 PM



Retrieval-augmented LMs
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Inference

Input
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Inference: Index
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Inference: Search
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Inference: Incorporation
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Retrieval-augmented LMs are now widely used!

YOU (b)
B Perplexity

*.

e Aravind Srinivas & E§ @AravSrinivas - Feb 15

Audience: “Chatgpt makes up and hallucinates references. What’s the
solution?”

Yann: “RAG is a working solution. Commercial systems like Perplexity and
Meta Al assistant do this well today”

Q 22 11 46 Q© 620 il 66K -

15
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Why do we need retrieval-augmented LMs!
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Training of retrieval-augmented LMs ;
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A: Because retrieval-augmented LMs can solve
many core limitations of parametric LMs!

18



Core limitations of parametric LMs

Hallucinations O Yo

Explain Akari Asai, including the list of her famous papers.  (*February 18, 2024)

ChatGPT

Akari Asaiis a prominent figure in the field of natural language processing (NLP), known far her
significant contributions to various aspects of NLP research. She has made notable contributions

particularly in the areas of question answering, dialogue systems, and machine learning.

Here are some of her famous papers:

2. "Large-Scale Multi-Document Summarizatj set and Evaluation Benchmark" - This paper

introduces a large-scale dataset for multi-d ent summarization, along with an evaluation

benchmark, providing valuable resources 8 a&@¥ancing research in this area.

19



Core limitations of parametric LMs

Explain Akari Asai, including the list of her famous papers.

Lack of attributions l

(2,

\ﬁ';'

Language model

l

Her most famous paper is “Large-Scale Multi-Document
Summarization Dataset and Evaluation Benchmark”

20



Core limitations of parametric LMs

N NEW_S I
---------- = N — ¥ :

—— _— S

N — \ \ WIKTPEDTA

The Free Eacyclopedi

Crawled Web data in 2022

Costs of adaptations Language model

ChatGPT

I'm sorry, but | don't have access to real-time information including events beyond January 2022.

21



Core limitations of parametric LMs
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Retrain LMs using 2024 data

Costs of adaptations Language model

ChatGPT

I'm sorry, but | don't have access to real-time information including events beyond January 2022.

22



Core limitations of parametric LMs
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Dodge et al., Documenting Large Webtext Corpora: A Case Study on the Colossal Clean Crawled Corpus. EMNLP 2021.
23



Core limitations of parametric LMs

Case 1:23-cv-11195 Dacument 1 Filed 12/27/23 Page 1 of 69

_

sa B, Defendants’ GenAl Products

THENEW YORK TIMES C 1
L4

o A Business Model Based on Mass Copyright Infringement
7 —

MICROSOFT CORPORATI 57. Despite its early promises of altruism, OpenAl quickly became a multi-billion-
OPENAT LP. OPENAI GP, [
OPENAI OPCO LLC, OPEN ] o . L .

.:;1 COR("’SR““?ON’ Lic, dollar for-profit business built in large part on the unlicensed exploitation of copyrighted works
HOLDINGS. LI.C,

pefent P€lONging to The Times and others. Just three years after its founding, OpenAl shed its exclusively

Plaintill The New York Times Company (“The Times"), by i atorneys Susman Godliey
LLP and Rothwell, Figg, Emst & Manbeck, P.C, for its complaint against Defendants Microsoft
Corporation (“Microsofi”) and OpenAl, Tnc., OpenATLP, OpenATGPLLC, OpenATLLC, OpenAl
OpCo LLC, OpenAl Global LLC, OAI Corporation, LLC, OpenAl Holdings, LLC, (collectively
“OpenAT” and, with Microsoft, "Defendants™), alleges as follows:

L NATURE OF THE ACTION

1. Independent jmmalism is vital to our democracy. It is also increasingly rare and

Copyright / privacy

valuable. For more than 170 wears, The Times has given the world deeply reported. expert,

independent journalism. Times journalists go where the story is, often at great rnisk and cost, to
inform the public aboul important and pressing issues. They bear witness o conflicl and disasters,
provide accountability for the use of power, and illuminate truths that would otherwise go unseen.

Their essential work is made possible through the efforts of & large and expensive organization N ew YO l‘l( Ti m e S l aWSUit S

that provides legal, security, and operational support, as well as editors who ensure their journalism

[ J
meets the highest standards of accuracy and fairness. This work has alwavs been important. But ag al n St O p e n AI



Core limitations of parametric LMs

06 -------------------------- -

7
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0.5 /, '
¥ 4
7/
//
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. oy /
Long-tail QA ¢ e
performance $°3 ’

0.2

== == Strong Supervised Model

= = Linear Fit (R% = 0.98)
0.1

0.0

1070 1012 101 1076 1013 1070

Number of Parameters
Large parameter size 100 quintillion parameters required to reach
human performance

Kandpal et al., Large Language Models Struggle to Learn Long-Tail Knowledge. ICML 2023.
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Q:So how can retrieval-augmented LMs
solve those challenges!?

20



How retrieval-augmented LMs solve the issues?

Hallucinations Significant improvements across model scale,

with larger gain with smaller LMs

B Vanilla B Retrieval+

37.5

'@,
2>
Accuracy (%)
N
($))

12.5

GPT-1.3B GPT-3 (003)

Mallen*, Asai* et al. When Not to Trust Language Models: Investigating Effectiveness of
Parametric and Non-Parametric Memories (Best Video; Oral) 2023.

27



How retrieval-augmented LMs solve the issues?

Retrieved text can be used as attributions

: : Input
Lack of attributions

28



How retrieval-augmented LMs solve the issues?

Replacing datastores to catch up dynamically
changing world without re-training

Input

Query LM (GPT-3)

Costs of adaptations

Ot
AN

2024 Output

Kasai et al.,. REALTIME QA: What'’s the Answer Right Now.
29 NeurlPS Dataset and Benchmark 2023.



How retrieval-augmented LMs solve the issues?

Copyright / privacy

public domain, permissively-licen§ed)

Segregating copyright-sensitive data from
pre-training data

Test-time Datastore
(can be updated/removed anytime)

(fixed once training is done) ,

[ The patient lives with his wife and two dat fqhters
OpenrAi, marer of
Cha*GPT hit with
proposed class
action lawsuit .

Mr and Mre. C% m m?n
Dursley, of number |~ rw
four. Privet Drive,

O

years ago—never mind
how long.

\

Public Domain

© @

# APACHE

[ Call me Ishmael Some J

were ..

\

P | Steve fobs is an
def tuning( _ American # Copyright (c) Meta Platf orms
madel, num_trials) business Inc. and offiliates. (..)
assert .. ~ magnale and .. from liema import LLaMA

Low-risk data High-risk data

(copyrighted, private, attribution required)

Min* and Gururangan” et al., SILO Language Models: Isolating Legal
Risk In a Nonparametric Datastore. ICLR 2024.
30



How retrieval-augmented LMs solve the issues?

Smaller LMs with retrieval outperform much larger
LMs e.g., GPT-3

B Vanilla B Retrieval+

4

37.5

'@,
2>
Accuracy (%)
N
($))

12.5

. 0
Large parameter size GPT-1.3B GPT-3 (003)

Mallen*, Asai* et al., When Not to Trust Language Models: Investigating Effectiveness of
Parametric and Non-Parametric Mi@mories (Best Video; Oral) 2028.
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Notations
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Inference: Index

Goal: find a small subset of elements In a datastore

s1m: a similarity score between two pieces of text
# of total docs
tf X log

imi. ) {if)

N f . of docs containing 1
# of occurrences of 1IN J —r

sim(z, /) = Encoder(i) - Encoder(;)

Maps the text into an h-dimensional vector

that are the most similar to the query

An entire field of
study on how to get
(or learn) the
similarity function

better
(We'll see some later!)

34



Inference: Index

Goal: find a small subset of elements In a datastore
that are the most similar to the query

s1m: a similarity score between two pieces of text

Can be a totally separate research area on
how to do this fast & accurate

Index: given ¢, return argTop kdEQZSlm(q, d) through fast nearest neighbor search

k elements from a datastore

https://github.com/
facebookresearch/faiss/wiki/

35
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Categorization of retrieval-augmented LMs

to retrieve?

Query

Text chunks (passages)”

Tokens”
Something else”

to use retrieval?

INnput

\.'\"‘3. o AR,
g » . . A‘ \ 5
FRENENRNoah wre NN S
3 "h"« ' A .
TR LA A\
Y e CERRR

to retrieve?

w/ retrieval

YA YA YA YATAYA

The capital city of Ontario is Toronto.

w/ retrieval w/ r w/r wir w/ r w/r w/r

YA YAYa YA YA

The capital city of Ontario is Toronto.
w/ retrieval w/r w/r

BTATATATATAIA

The capital city of Ontario is Toronto.
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Categorization of retrieval-augmented LMs

to retrieve?

Query

PR

Text chunks (passages)”
Tokens”?
Something else?

NN AT R 2 S - ]
A AN AN
SO R, -
SN ANl AT ;
o B o v
N N TR I
PN T R\ R Ry
Y - ~ w<

to use retrieval?

INnput

VWhat to

oday we focus on

retrieve

2. Howto L

se retrieval
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Three representative architectures

VWhat: Text chunks What: Text chunks
How: Input How: Intermediate
Input augmentation (RAG) Intermediate fusion
What: Tokens ‘More details?
How: Output | ® Section 3 of our tutorial (https://acl2023-

retrieval-Im.github.io/)

® Our posmon paper (Asai et al., 2024; httDs /]

Output interpolations

38
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Three representative architectures

What: Text chunks
How: Input

REALM (Guu et al., 2020)

VWhat: Tokens
How: Output

KNN-LM (Khandelwal et al., 2020)

39

|
‘More details?

| ® Section 3 of our tutorial (https://acl2023-

What: Text chunks
How: Intermediate

RETRO (Borgeaud et al., 2021)

retrieval-Im.github.io/)

® Our posmon paper (Asai et al., 2024; httDs /]
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Three representative architectures

What: Text chunks
How: Input

REALM (Guu et al., 2020)

More details?

| ® Section 3 of our tutorial (https://acl2023-
retrieval-Im.github.io/)

® Our posmon paper (Asai et al., 2024; httDs /]

40
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Google

BERT

REALM (Guu et al 2020)

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

&

World Cup 2022 was ... the increase to [MASK] in 2026.

43

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.
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REALM (Guu et al 2020)

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

g (=x)
World Cup 2022 was ... the increase to [MASK] in 2026.

k chunks of text FIFA World Cup 2026
(passages) will expand to 48 teams.

—
>

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.
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REALM (Guu et al 2020)

x = World Cup 2022 was the last before the increase to [MASK] in the 2026 tournament.

— FIFA World Cup 2026 will expand to 48 teams.

World Cup 2022 was ... the increase to [MASK] in 2026.

Retrieval

k chunks of text | FIFA World Cup 2026
(passages) will expand to 48 teams. o 48
Retrieve stage Read stage

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.
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REALM: (1) Retrieve stage

X = World Cup 2022 was ... the increase to [MASK] in 2026.

/ Fast nearest neighbor search

FIFA World Cup 2026
will expand to 48 teams.

Encoder puaasg

In 2022, the 32 national o —
teams involved in the Encoder kull e © ©
tournament.

Team USA celebrated z = Encoder(z)

after winning its match Encoder | X = Encoder(x)
against lran ...

Wikinedia Zys---,3 = arglop-k (X - )

13M chunks (passages) k retrieved chunks

(called documents in the paper) 44



REALM: (2) Read stage

P(y \x, Zl)

IMASK] 2, [S

» P(y|x,2,) Weighted average

MASK] 7 [S > P(y|x.2) /

P(Z\X)P(y\x 2)

Need to approximate e G fmm fhe from the
— Consider top k chunks only ™~ _etrieve stage  read stage

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.
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Recent trend: RAG with LLMs

Existing parametric LMs
(e.g., GPT-3)

%%-

Simply combining existing models w/o
training has shown to be successful!

Off-the-shelf retrievers (e.q.,
Google search, BM25, DPR)

Shi et al. REPLUG: Retrieval-Augmented Black-Box Language Models. Arxiv 2023.
Ram et al. In-Context Retrieval-Augmented Language Models. TACL 20283.
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Three representative architectures

What: Text chunks
How: Intermediate

RETRO (Borgeaud et al., 2021)

|
More details?

| ® Section 3 of our tutorial (https://acl2023-
retrieval-Im.github.io/)

® Our posmon paper (Asai et al., 2024; httDs /]
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RETRO (Borgeaud et al. 2022)

' Incorporation in the “intermediate layer” instead of the “input” layer
— designed for many chunks, frequently, more efficiently

/' Scale the datastore (1.8T tokens)
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RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wasfthe last with 32 teams,/before the increase to
X, X, X

1 k

Xl pl e o o pl
Retrieval | k

1 k

X3 p3 o o o p3

(A1 X k X d matrix)

(r = # tokens per text chunk)
(d = hidden dimension)
(k = # retrieved chunks per split)

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.



Regular decoder
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Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Decoder in RETRO

E1 Ez E3

. l

HEAD

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.

RETRO blocks (xL

Chunked Cross Attention (CCA)
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Chunked Cross Attention

Outputs from the previous layer H

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Chunked Cross Attention

Outputs from the previous layer H

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Chunked Cross Attention

e |
LT T T 1] LTI
BEEEEEEEEEE

Outputs from the previous layer H

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Chunked Cross Attention

e |
LT T T 1] LTI
BEEEEEEEEEE

.....................................

CA(H*, E)

CA(H,", E,)

Outputs from the previous layer H Inputs to the next layer

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Model f

;Basehne transformer (ours) .

. oA = - - - - ~ - g - < . 0
I S P e N T A S - N D R
. s
. i _ S - gt 4 an L s a ki L
9522 < TV, s = P -
> o <

“RETRO
RETRO
RETRO
RETRO

Results

Perplexity: The lower the better

AN

Retrieval Set #Database tokens #Database keys

-
S Z5D B Do RS S s D e
o . ~ . o - = ~ A - _ . = 5. ~

o 'Wpedla T ‘ 0 O6B

_ g ama IR B PP P S e 2 RO ‘e o> gee & L (- Lo posBa TN B P PP RS X B RO TN X o g posma BN
= - =< o= - = = =t - =" / - - G

LR os T ) A = g ROy P g R
- =)= 5P, S Oag 2
. . R Q - e _ e X - e PR . . G N - s

MassiveText (1%) 18B O.8B
MassiveText (10%) 179B 4B
MassiveText (100%) 1792B 28B

RETRO (w/ Wikipedia) outperforms its parametric counterpart

Vahd
o 21 53 __

1846

18.92
13.54
3.21

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.

Test |
22 96 '

0 /

20.33
14.95
3.92

18.97
J.
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Results

AN

Perplexity: The lower the better

Model Retrieval Set #Database tokens #Database keys  Valid Test
Adaptive Inputs (Baevski and Auli, 2019) - - - 17.96 18.65
SpaLM (Yogatama et al., 2021) Wikipedia 3B 3B 17.20 17.60
kNN-LM (Khandelwal et al., 2020) Wikipedia 3B 3B 16.06 16.12
Megatron (Shoeybi et al., 2019) - - - - 10.81
Baseline transformer (ours) - - - 21.53 22.96
kNN-LM (ours) Wikipedia 4B 4B 18.52 19.54
RETRO Wikipedia 4B 0.06B 18.46 18.97
RETRO C4 174B 29B 12.87 10.23
RETRO MassiveText (1%) 18B 0.8B 18.92 20.33

JRETRO e MassiveText (10%) ____________179B 4B 1354 1495
’ S - MassweText (100%) S 17923 - 2'B'” 3 21‘ i

}jRETRo

RETRO w/ |.8T datastores achieves SOTA

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Results

—&— 172M ~@— 425M —&— 1.5B —&— 7.5B —&— Baseline —%— RETRO [OFF] —&— RETRO [ON]

8 10' 10- x
>
.C.) b 4
5 0-9 x=Baseline 0.9
(?. b 4
(Vp)
£0.8 0.81,,
o 0=RETRO
0 0.74 °° 0.7-
q
O

200 400 800 1600 7500 0 1 10 100 1000 10000

Number of Non-Embedding Params (M)  Retrieval dataset (B Tokens)

Gains are constant with model scale The larger datastore is, the better

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.
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Three representative architectures

What: Tokens More details?

How: Output |® Section 3 of our tutorial (https://acl2023-
retrieval-Im.github.io/)

® Our posmon paper (Asai et al., 2024; httDs /]

KNN-LM (Khandelwal et al., 2020)
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KNIN-LM (Khandelwal et al. 2020)

' A different way of using retrieval, where the LM outputs a
nonparametric distribution over every token in the data.

«/ Can be seen as an incorporation in the “output” layer
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Test Context
T

Target

Obama’s birthplace is

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.

kKNN-LM (Khandelwal et al. 2020)

o1



KNIN-LM (Khandelwal et al. 2020)

Classification
pLM(Y)
Test Context Target Representation ~
_ £ Hawaii |0.2
T q = f() o
— lllinois |0.2
Obama’s birthplace is ? @O00O®

Parametric distribution

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.



Training Contexts
(2

Targets
F L’ Z.

Obama was senator for
Barack is married to
Obama was born in

Obama is a native of

llinois
Michelle
Hawalii

Hawaii

KNIN-LM (Khandelwal et al. 2020)

... Obama was senator for lllinois from 1997 to
2005, .... Barack is Married to Michelle and their
first daughter, ... Obama was born in Hawaii, and
graduated from Columbia University. ... Obama is a
native of Hawaii, ....

Test Context
T

Target

Representation
q= f(z)

Obama’s birthplace is

@OV®

63



KNIN-LM (Khandelwal et al. 2020)

Training Contexts ’ Targets ’ Representations
c?; ,' U 7 ' ki=J (Ci)
Obama was senator for{lllinois | @00®
Barack is married to{Michelle || Q@@O)
Obama was born in§ Hawaii @0O0®
Obama is a native of { Hawaif (1 e
Test Context Representation
T q= f()
Obama’s birthplace is | @O0O®

Which tokens in a datastore are close to the next token?

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.



KNIN-LM (Khandelwal et al. 2020)

Training Contexts f Targets || Representations
C; | v ki = f(ci)
! Obama was senator for llinais @00®
Barack is married to{ Michelle Ce0O
Obama was born in{ Hawaii @O0O®
Obama is a native of| Hawaii (I e
Test Context Target Representation
T | q = f(z)
Obama’s birthplace is ? CQO@

The size of the datastore = # of tokens in the corpus (>1B)

Which tokens in a datastore are close to the next token?

Which prefixes in a datastore are close to the prefix we have?

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations
C; v, ki = f(ci)
Obama was senator for | lllincis C..O.D
Barack is married to | Michelle Ce00O
Obama was born in | Hawaii @0O0®
Obama is a native of | Hawaii (I e
Test Context Target Representation
T q = f(z)
Obama’s birthplace is| 2 @O0O®

Distances
d; = d(q, k;)

4
100
5
3
A

Which vectors in a datastore are close to the vector we have?

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.



KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations Distances Nearest k Normalization
C; Uy ki = J(c;) d; = d(q, k;) p(k;) o exp(—d;)
Obama was senator for | llinois @00® | »| 4 Hawaii |3 [  Hawaii|0.7
Barack is married to | Michelle Ce00) —*| 100 llinois |4 >  llinois |0.2
Obama was born in | Hawaii C.OO.D —> 5 Hawaii|5 | Hawaii|0.1
Obama is a native of | Hawaii (I e - 3
A
Test Context Target Representation
T q = f(z)

@OV®

Obama’s birthplace is ?

Which vectors in a datastore are close to the vector we have?

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.



KNIN-LM (Khandelwal et al. 2020)

Nonparametric distribution

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; U, ki = f(c) d; = d(q, k;) p(ki) o exp(—d;) PINN(Y) = f 1y—v;p(k;)
Obama was senator for | lliinois @0 C® [ Hawaii |3 >  Hawaii |0.7 Hawaii |0.8 | §
Barack is married to | Michelle CO0O [—*| 100 llinois |4 |~ lllinois 0.2 lilinois | 0.2 | {
Obama was born in | Hawaii @O0® ™ 5 Hawaii|5 | Hawaii|0.1 U E——
R /awall (I I'l®) > o Classification Interpolation
4 LM (Y) ply) = AN (y)+(1=A)pLv(y)
Test Context Target Representation j )
L AR Parametric distribution rewar| s rawai| 0.9
1 lllinois |0.2 lllinois (0.2
Obama’s birthplace is|  ? @O00O® |

A:hyperparameter

Pian_imy 1 x) = (1 = /1 . - /1( \ »

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. >



KNN-LM - results

21 No-retrieval LM

20

The lower the better ;4

2 —— Wiki-100M
5 18 ey
= -== Wiki-3B
3 —>— KNN-LM (Wiki-100M + kNN)
a 17
16 ~ T T e e e e - 30x larger No-retrieval LM
15 KNN-LM
14
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Size of datastore (in billions)
Outperforms no-retrieval LM Better with bigger datastore

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. >



Three representative architectures

What: Text chunks
How: Input

REALM (Guu et al., 2020)

VWhat: Tokens
How: Output

KNN-LM (Khandelwal et al., 2020)

70

|
‘More details?

| ® Section 3 of our tutorial (https://acl2023-

What: Text chunks
How: Intermediate

RETRO (Borgeaud et al., 2021)

retrieval-Im.github.io/)

® Our posmon paper (Asai et al., 2024; httDs /]
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Why is training challenging?

Input

M “% “ PN A T “\*\;\K\‘ : '\Wm AR \v\ Py
C ¥ x - ‘ ‘m RTINS e 0 ‘_,( s
D R \%&ﬁ\\a\m\m&w&m@w@mt =
2R CEARER TR e s Sl e
%&m\@ R ‘““'ﬁiﬁ@“@%\&ﬂa\\. N \'&\ YRy
NSRRIy
R

AR
%&®‘§§* %\gﬁ\@@
< &@X@\ sl
330 S @\‘@%&&% \‘ "
@x@é&’;@ RO
PO
AP
&é&@% %Q\f@f\% $
SRR
SRURNARPR N

Datastore

| Back-
} propagate

\\%\N“ ‘
R e )

%m E’\ & %
N R

' N3N

é-proaate o

Training LMs can
Output D€ very expensive!

SR
R A NN

73



Why is training challenging?

Input
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Challenges of updating retrieval models
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Encoder

VWe may encode a lot of (>[00M)
text chunks using the encoder!
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Challenges of updating retrieval models
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Challenges of updating retrieval models
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Training methods for retrieval-augmented LMs

. training
. training
e Joint training w/ index update

e Joint training w/ approximation

783



Training methods for retrieval-augmented LMs

. training
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Independent training

Retrieval models and language models are trained independently

- Training language models

Input Output

- Training retrieval models

ST
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e eay |
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DR
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SR Chunks/tokens

Datastore
Query
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Independent training

Retrieval models and language models are trained independently

Training language models

e TR BN TR R r—"
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Sparse retrieval models: TF-IDF / BM25

INn 1997, Apple merged with NeXT,
and Steve Jobs became CEO of ...

Jobs returned to Apple as CEO 0.1.2.04. 0,08, 0. .

after the company's acquisition ...

Text chunks Sparse vectors

No training neec

Ramos. Using TF-IDF to Determine Word Relevance in Document Queries. 2023.
Robertson and Zaragoza. The Probabilistic Relevance Framework: BM25 and Beyond.
Foundations and Trends in Information Retrieval 2009.

[O, O! 047 Oi 08’ 07’ ]

ca.

) Lexical overlap

82



Dense retrieval models: DPR (karpukhin et al. 2020)

Inner Product Similarity

Encoder

q
Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Training dense retrieval models: DPR

Inner Product Similarity

L

[ QOOOOOO

0000000

Encoder Encoder

q
Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Training dense retrieval models: DPR

Inner Product Similarity

L(q,p™ PPy s s D)

coooooo] [GEooooo0o

exp(sim(gq, p™))

= — log

Encoder exp(sim(g, p*)) + X, exp(sim(g, py)

Encoder

;ﬁ%&\\t&‘
S ‘%’g{‘i‘i\?
SO NN
q >

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020. 55



Training dense retrieval models: DPR

Inner Product Similarity

L(q,p™ PPy s s D)

coooooo] [GEooooo0o

exp(sim(gq, p™))

= — log

Encoder exp(sim(g, p*)) + X, exp(sim(g, py)

Encoder

T T Contrastive learning
Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020. 5



Training dense retrieval models: DPR

Inner Product Similarity

L(q,p™ PPy s s D)

coooooo] [GEooooo0o

exp(sim(gq, p™))

= — log

exp(sim(qg, pt)) + Z;lzl exp(sim(q, p;))

Encoder Encoder

T T Contrastive learning
q Wit ees - Positive O Positive
o =) o..
Query Textchunks % 7 7T -®
Negative Negative

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020. o



Training dense retrieval models: DPR

Inner Product Similarity

Dy s s D)

Positive passage

coooooo] [GEooooo0o

exp(sim(gq, p™))

= — log

Encoder exp(sim(g, p*)) + X, exp(sim(g, py)

q
Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020. 5



Training dense retrieval models: DPR

Too experIS/ve to consider all negatives!

L(Q9 *’ 9p29 apn

Dosmve passage

"OOOQOOO

0000000

| — _log exp(sim(q, p™))
Encoder exp(sim(q, p*)) + Z _, exp(sim(q, pj7))

Encoder

Query Text chunks

89



RAG with LMs using different retrievers

B No Retrieval B BERT Contriever B Spider B BM25 Setter retrieval model
40 Better base LMs

Setter retrieval-based LMs

Perplexity
S

N
(-

Each component can be improved
separately

10
GPT-2 117M (S) GPT-2 1.5B (XL)

Ram et al. In-Context Retrieval-Augmented Language Models. TACL 2023.
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Independent training

lﬁ Work with off-the-shelf models (no extra training required)

(b Each part can be improved independently
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Independent training

lﬁ Work with off-the-shelf models (no extra training required)
(b Each part can be improved independently
i’ LMs are not trained to leverage retrieval

l’ Retrieval models are not optimized for LM tasks/domains
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Training methods for retrieval-augmented LMs

. training

93



Sequential training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one
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Sequential training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one
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Sequential training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Retriever i mee
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Sequential training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Retriever s Retriever b -

i%?

e.g., RETRO; WebGPT
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Retrieval
Encoder

RETRO: Training

RETRO blocks (xL

Back-propagate

Encoder

D SRR, f S T R A N o B S T i S e B e T s i i) B e T T e S SO S
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RETRO: Training

. P
A
R P

- p ¢ ¢ ¢
A

X1

) RN 4 Index [ S
Updating an index with 6008 s > p2 Encoder
I 1
extremely expensive! b | p;- ..
. S ——

RETRO blocks (xL

X
X, i
X3

Back propagate

99



Fix the retrieval encoder an
the index during training!

d ger

RETRO: Training

o - P -
L B d Index p2...

Stop- gradlent

RETRO blocks (xL

Encoder

Back propagate
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Sequential training

lﬁ Work with off-the-shelf components (either a large index or a powerful LM)
(b LMs are trained to effectively leverage retrieval results

lfb Retrievers are trained to provide text that helps LMs the most

i’ One component is still fixed and not trained
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Sequential training

(b Work with off-the-shelf components (either a large index or a powerful LM)
lﬁ LMs are trained to effectively leverage retrieval results

(b Retrievers are trained to provide text that helps LMs the most

i’ One component IS still fixed and not trained

Let’s jointly train retrieval models and LMSs!
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Training methods for retrieval-augmented LMs

e Joint training w/ iIndex update
e Joint training w/ approximation
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Training methods for retrieval-augmented LMs

e Joint training w/ iIndex update
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Joint training w/ asynchronous index update

- Retrieval models and language models are trained jointly

- Allow the index to be “stale”; rebuild the retrieval index every T steps

Input

|

e B I R T
T SRR {§§&§3§§T~3 \{k\\&&\&&@\?}gy@:&\‘\g\ﬁ

1 \&m\m\*&\“m“&\\_\w@@\}\ =
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Datastore
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Asynchronous index update
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REALM (Guu et al. 2020)
x = The [MASK] at the top of the pyramid.

q (=x) The pyramidion on top ... the pyramid.

The [MASK] at the top of the pyramid.

The pyramidion on top |
allows for less material
higher up the pyramid.

S — pyramid
P(z|x) P(y|x,z)

109
Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.



REALM: Training

Objective: maximize Z Pyz|q)Pyy|qg,2)

€EZ,

q (=x) N .
The pyramidion on top ... the pyramid.

The [MASK] at the top of the pyramid.

ne pyramidion on top
lows for less material

igher up the pyramid.

g — &= pyramid

Py(z| x) Pyy|x,z)
Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.
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REALM: Training

Objective: maximize Z Pyz|q)Pyy|qg,2)

€EZ,

q (=x)

The pyramidion on top ... the pyramid.

The [MASK] at the top of the pyramid.

Back-propagation

Z 5 : top-K retrieved chunks

ne pyramidion on top
lows for less material
igher up the pyramid.

Y ———————————— oyramid
Py(z| x) Pyy|x,z)
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REALM: Training

Objective: maximize Z Pyz|q)Pyy|qg,2)

2€EZ
q (=x) N .
The pyramidion on top ... the pyramid.

Stale index;

Update every T steps The [MASK] at the top of the pyramid.
) Index ;

ne pyramidion on top
lows for less material
igher up the pyramid.

—— Up-to-date parameters 112



REALM: Index update rate

How often should we update the retrieval index?
- Frequency too high: expensive
- Frequency too slow: out-dated

REALM: updating the index every 500 training steps

40
35

EM score on NQ 13p

25

20

REALM 30x slower update

113
Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.



Joint training

(b End-to-end trained — each component is optimized

(b Good performance

" Training iIs more complicated
(async update, overhead, data batching, etc)

i’ Train-test discrepancy still remains

114



7

v

o8

Question:

https.//bit.ly/

Today’s outline akari ralm lec

_ e = - o . _ e = - > _ PR - e e o e _ P - i =
- She ST ” A Cn ) o o > AP -T% e Y vd oy T YINed =2 AT -T d O R A (AR C | e . AT T - s S Sl ey T 7 oY W IOy ¥ X AT -T2 d o4

Why do we need retrieval-augmented LMs!
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Challenge: retrieval-augmented LMs for applications

Open-ended text generation”? Reasoning?

) J ° ° ° ° ° °
Doesn’t improve open-ended generation Failure of retrieval in reasoning task
- N\ -
16 . G PT 2 (Question: Phobos should be classified Retrieved Statements
. KNN-LM as which type of body?
Knowledge Statements + Phobos orbits Mars.
12 1. Phobos orbits Mars. retriever| - Phobos is named after the
2. Mars is a kind of planet. » Greek god of fear and panic.
3. Moons orbit planets. - Classifying is a kind of
8 4. Phobos is named after the Greek sclence process.
god of fear and panic. . J
5. Amoon is located in space.
6. Classifying is a Kind of science r ~
4 . process. y KNN-LM | orbits Mars.
Vleeal retriever REALM | Phobos
~ ™
0 Retrieved Statements language _
MAUVE RankGen PPL (GPT-3) radel FID | moon
+ Phobaos orbits Mars. :
Wang et al. KNN-LM Does_ Not Improve Open- + Mars is a kind of planet. ATLAS | Moons orbit planets.
ended Text Generation. ACL 2023. + Moons orbit planets. Flan-T5 | a moon
\ J . J

BehnamGhader et al. Can Retriever-Augmented Language Models Reason? The Blame 116
Game Between the Retriever and the Language Model. EMNLP Findings 2023.



Challenge: efficiency retrieval-augmented LMs

Additional costs from retrieval augmentation

Retrieval-augmented LMs add inference costs

B Vanilla [ Retrieval-augmented

Latency (sec / query)
N

GPT-j 6B GPT-neox-20B

Mallen®, Asai” et al., When Not to Trust Language Models:
Investigating Effectiveness of Parametric and Non-Parametric Memories (Best Video; Oral) 2023.
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Challenge: scaling retrieval-augmented LMs

A small LM + a large datastore =~ a large parametric LM?

# of parameters # of tokens

kNN-LM (Khandelwal et al., 2020) 250M S 3B
Datastore B T

NPM (Min et al., 2023) 350M 1B

Atlas (Izacard et al., 2022) 11B

..............................................................................................................................................................................................................................................................

RETRO (Borgeaud et al., 2021) /B

REPLUG (Shi et al., 2023)
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Challenge: robustness and controllability

PN  What are the latest discoveries from the James Webb

Space Telescope? Retrieval-augmented LMs can still hallucinate

65,

The James Webb Space Telescope is designed to peer
into the dusty clouds of gas where stars and planetary
systems are born. Webb has captured the first direct
image of an exoplanet, and the Pillars of Creation in the
Eagle Nebula[1][2]. Additionally, the telescope will be
used to study the next interstellar interloper|3].

(*Some generated statements may not be fully supported by
citations, while others are fully supported.)

Cited Webpages

[1]: @ nasa.gov ()¢citation does not support its associated statement)
NASA's Webb Confirms Its First Exoplanet
. Researchers confirmed an exoplanet, a planet that arbits another
star, using NASA's James Webb Space Telescope for the first time. ...

[2]: mcnn.com (h.citation partially supports its associated statement)
Pillars of Creation: James Webb Space Telescope ...
... The Pillars of Creation, in the Eagle Nebula, is a star-forming region
captured in a new image (right) by the James Webb Space Telescope
that reveals more detail than a 2014 image (left) by Hubble ...

[3]: @ nasa.gov ([Hcitation fully supports its associated statament)

Studying the Next Interstellar Interloper with Webb
...Scientists have had only limited ability to study these objects once

discovered, but all of that is about to change with NASA's James - : . g .re : :
Webb Space Telescope...The team will use Webb's spectroscopic LIU et al . Evaluatmg Verlflablllty In Generatlve SearCh
capabilities in both the near-infrared and mid-infrared bands to study Engines. Findings of EMNLP 2023.

two different aspects of the interstellar object.
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Roadmap to advance retrieval-augmented LMs

Rethink Retrieval and Datastore




Beyond semantic and lexical-similarity based search

Training retrievers to optimize end-to-end retrieval-augmented LM performance
in diverse tasks tasks

q: Implementing batch normalization in Python

t,: l want to
find python 4
code

.. Retrieve
related q
questions

t,: Please

find answers 1

def
batchnorm backward
(dout, cache):
N = dout.shape[0]
X _norm, X centered,
std, gamma = cache

[ am developing batch
normalization from
scratch. How can I do
that?

Answer:
You can just ‘import
torch.nn.BatchNorm2d"

Asal et al., Task-aware Retrieval with Instruction.

Findings of ACL 2023.

<9 Retriever Fine-tuning
W 1 al

4

J X)
. N R LRI EETERLLELEE -
Retriever | s A EE
Prse(c | x,¥)
PplCy | X) Tt

: - A § 3
: & x: W h)-' (..](_.)CS m?' : Prsr(c; | x, ¥) )
+GPU keep failing with |

------------------------

Retrieval-augmented Instruction Tuning

v

max [)Jh'(‘ | (.‘] o .l')

E Background: I assume that the BGA

i ¥: Do not use Y-splitters or
chip has damage to the substrate level

- A\n\nQ: Why does mv GPL keep 2:;11:) ;2;:;%21??‘ e
failing with Xid 79 fallen off the bus? A:

|z| max pyy(ylc; e x)
Background: Microsoft should withdraw
from the hardware market ---\n'\n
Question: Why doecs my GPU keep failing

with Xid 79 fallen off the bus? Answer:

¥: Do not use Y-splitters or
6-pin to 8-pin converters in
any of the PCle---

0-shot BoolQ PIQA SIQA HellaSwag WinoGrande
LLAMA 65B 853 828 52.3 84.2 77.0
RA-DIT 65B w/o retricval 86.7 83.7 57.9 85.1 79.8
RA-DIT 65B 856 844 584 854 30.0

Lin et al., RA-DIT: Retrieval-Augmented Dual Instruction Tuning.
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ICLR 2024.




Roadmap to advance retrieval-augmented LMs

Advance Architectures &
Retrieval-aware Training
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New architectures for performance and efficiency

Traditional RAG

To slow down your speed
of aging, you can.

)

Generative Model

How to prevent aging? ] I

f

.

may influence an Individual's
longevity. Cellular reprogramming..

Technological and lifestyle 'FncansJ

4

[ Embedding Model ]

4

[ How to prevent aging?

Further explorations of unified architectures & caching

Query Caching
i1stCache:
Reuse query [To slaw .dnwn your speed ]
representation of aging, you can-

for retrieval '

5

How to prevent aging? ]

may influence an individual’'s
longevity. Cellular repregramming.-.

Technological and lifestyle factors]

Query-Doc Caching

1st Cache:

Reuse query lo slow down your spesd
representation Index of aging, you can_
for retrieval r

GritlLm

+ 2nd Cache: Reuse document
How to prevent aging? ] xey-value states for generation

Muennighoff et al. Generative
Representational Instruction Tuning. 2024.

Runtime

compression

| | » Decoder — Answers

|
~ Encoder | |

Offline
compression

Cacheable Binary
Token Representations

Cao et al. BTR: Binary Token
Representations for Efficient Retrieval
Augmented Language Models. ICLR 2024.
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Training LMs with Retrieval

Training LMs to learn to use retrieval during pre-training or instruction-tuning

Input: How did US states get their names?

Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor

of King Louis XIV of France and Georgia was named after King George Il

% Critic LM

Q Q Retriever

Augmented Output: Retrieve | o <p>0f the fifty states, eleven are nnamed after an individual person<,/p>.

T ——

Relevant | 11 of 50 states’ names come from person.[ Suonorbed] [Rctricvc o <p>L.OUTSTANA: Named in

honor of Louis XIV of Prance.</p>. { Relevant{ FOr instance, Louisiana was named after King Louis XIV, and

Georgia was named after King George |l. | Partially ’ I Util: 5 l

Pretraining DocumentsE

In-Context Pretraining%@’/_,,,,

1 the highest so far

' [worlid World Cup never award \ ) ( Language Model )
Cup { /
For 2022, FIFA set the ... SIpIE 4
? World Cup never awarded > $10M before 2022 ...  For 2022, FIFA set the prize money at $42m,
Messi scored seven ... ‘/
. Standard the highest so far
Paris  paris is bisected by ... 4
‘% Paris, France's capital ... ( Language Model )
, Input Contexts ’ /
k <o / Paris is bisected by the River Seine, which flows ... For 2022, FIFA set the prize money at $42m,

124

Instruction-tuning with retrieval

Asai et al. Self-RAG: Learning to Retrieve, Generate and
Critique with Retrieval. ICLR 2024.

Retrieval-aware pre-training

Shi. et al. In-Context Pretraining: Language Modeling
Beyond Document Boundaries. ICLR 2024.



Roadmap to advance retrieval-augmented LMs

Investment Infrastructures for
Training and Inference at Scale
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Retrieval-augmented LMs can be really expensive!

=2 TR TR e hik R T N
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End-to-end training
w/ Index updates

Output

Datastore aep Inference with many

Scaling up DS to trillion tokens documents
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More open-sourced and collaborative opportunities

o © System / Algorithmic improvements for massive Datastore

@ Standardized implementations for efficient training

% Fast inference algorithms for retrieval-augmented LMs
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ACL 2023 tutorial: https://acl2023-retrieval- Contact: akari@cs.washington.edu
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,', — L | Website: https://akariasai.github.io/
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Twitter: @AkariAsai

pdf/ralm_position.pdf
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