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The world’s rapidly expanding web knowledge is being represented in diverse lan-
guages, modalities, and styles. I build Als that interact with broad swaths of internet
users to answer their questions, giving everyone equal access to the valuable infor-
mation they need. Beneath the impressive progress in natural language processing
(NLP), central challenges remain: (1) models are often exclusively built for English
speakers, leaving other globally spoken languages behind; (2) models require massive
computational resources that few groups can afford; and (3) they lack complex reason-
ing skills, exploiting spurious annotation artifacts. I tackle these challenges to bridge
the gap between NLP research and real-world applications. My research has led to
the following publications at premiere NLP and ML conferences.

(1) Multilingual NLP. Prior multilingual NLP research often focused on tasks where
all information is known a priori, while real-world systems need to retrieve evidence.
I laid the groundwork for developing universal question answering (QA) systems in
many languages: XOR-TyDi QA [5] is the first large-scale annotated dataset for this
challenge, covering 7 diverse languages. I further proposed the first unified multilin-
gual retriever-generator framework, which effectively locates relevant Wikipedia pas-
sages beyond language boundaries and generates final answers conditioned on them
with no translations, enabling answering of questions posed in 28 languages [7].

(2) Efficient NLP. Training large pre-trained models for each task achieves best
performance at the cost of computational and storage inefficiency, making NLP inac-
cessible to many groups. I introduced BPR, a binary neural passage retriever [&] that
reduces storage requirements 30 times, and ATTEMPT, a new learning paradigm that
trains 2,000 times fewer task-specific parameters for each target task [6] relative to
the fully trained models that require updating and storing millions of parameters.

(3) Neuro-Symbolic NLP. Iled several influential research projects on neuro-symbolic
approaches for complex QA. PathRetriever [4] finds reasoning paths on a large-scale
document graph to sequentially find evidence, which was adapted to a COVID-19-
related publications search [1]. I integrated logic tuples into neural models for consis-
tency [3] and introduced pre-trained entity representations that leverage structured
entity relationships [9, 10], which are now used in a range of NLP tasks beyond QA.

In addition to my research outputs, I am an active organizing member of research
communities for these areas (e.g., the MIA 2022 Workshop) and advise students at the
UW and internationally from underrepresented backgrounds. I am excited to continue
pursuing my research interests as a professor, fostering the next generations in Al.

Future Plans. I plan to integrate my current efforts into a general-purpose, light-
weight retriever and neuro-symbolic generator that can conduct complex reasoning over
diverse inputs [2] and flexibly generate accessible outputs and to improve pre-training
of them using structured data like language links to overcome data scarcity and ac-
quire rich knowledge. My long-term vision includes: (1) advancing NLP in the lan-
guages and domains that have scant digital resources (e.g., indigenous languages),
and (2) broadening the scope of my work to make an interdisciplinary impact in criti-
cal application domains, e.g., medicine and misinformation.
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